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Abstract: As the name implies, Discriminant Correspondence Analysis (DCA) is a format of Discriminant analysis (DA) and 

correspondence analysis (CA). Like differential analysis, the goal is to categorize observations into predefined groups and, like 

Correspondence analysis, to use nominal variables. The main idea of the DCA is to represent each set of observations and perform a 

simple Correspondence analysis on the variables (a matrix). The main observations are complementary elements, and each observation 

is attributed to the closest group. A comparison between the predictions and predictions of classification leads to evaluating the 

Discriminant correspondence. This information can be used for a similar case to classify new observations, and the validation of 

estimates can also be examined using cross-validation techniques such as Jack Knife or Bootstrap. For example, samples were taken 

from different regions. After scoring the parameters and training in this analysis, a new sample was entered, and a group (region) was 

determined compared to the previous samples. 
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1. INTRODUCTION 
In mining engineering, many statistical methods have been 

adapted from other disciplines. These methods can be used in 

mining engineering with a simple idea [1-15].  As the name of 

this method suggests, discriminant analysis is a format of 

Discriminant analysis and correspondence analysis. Like 

differential analysis, the goal is to categorize observations into 

predefined groups and, like Correspondence analysis, to use 

nominal variables [16-18]. 

The main idea of the DCA is to represent each set of 

observations and perform a simple Correspondence analysis 

on the variables (a matrix). The main observations are 

complementary elements, and each observation is attributed to 

the closest group. A comparison between the predictions and 

predictions of classification leads to evaluating the 

Discriminant correspondence. This information can be used 

for a similar case to classify new observations, and the 

validation of estimates can also be examined using cross-

validation techniques such as Jack Knife or Bootstrap [19-35]. 

2. DISCUSSION 
For example, the type of mineral usually depends on its 

origin. For example, we sampled 12 samples from 3 different 

regions (4 samples from each region) and asked one person 

(unaware of their origin) to rate the samples on a 5-point 

scale. 

The scores were then converted to binary code in an index 

matrix (which can be used in Correspondence analysis). For 

example, a score of 2 became the binary value of "0 1 0". The 

data are given in Table 1. 

 

2.1 Subject description 
We have K groups; in each group, Ik is observed, and I 

represent the sum of the observations. To simplify, we assume 

that our observations are rows, and our variables are columns 

that contain the J variable, which we call the J × I matrix. The 

index matrix of K × I is called Y. The value of 1 indicates the 

belonging of the row that represents the group, and 0 indicates 

the non-belonging to the group in the columns. The J × K 

matrix, also named N, is the group matrix, which holds the 

number of variables for each group. For example, we found 

that: 

(1) 

2.2 Method 
Doing CA in the group N matrix produces two points, one for 

groups (set F) and one for variables (set G). In general, these 

factor scores have general values so that their variance is 

equal to the specific values attributed to the factors. The 

above table is named N, and the first step in the analysis is to 

calculate the probability matrix Z = N-1N. 

 

Table 1: Information of 3 regions: 12 samples from 3 

different regions in 5 descriptive points. A value of 1 

indicates that the sample is variable. The W sample is 

unknown as a complementary observation. 

 
r is the sum of the rows Z and the parameter C is the sum of 

the placed columns, Dc and Dr are the diagonals C and r. 
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The scoring factor is obtained by breaking down the following 

single value: 

(2)                                                       TQΔ=P1/2-
c)DTrc-(Z1/2-

rD 

Delta (Δ) is a diagonal matrix with single values, and 2Δ = Ʌ 

is a matrix of unique values. 

The row and (respectively) column of the score invoice is 

obtained from the following formula: 

 

(3)                       ΔP1/2-
rF=D        &                        ΔQ1/2-

cG=D 

 

The square of the distance from the row and column to the 

relevant body centers is calculated as follows: 

(4)           }T= diag{FF rd             &                }Tdiag{GG=cd 

The square cosine between row i and factor l and column j 

and factor l is created as follows: 

(5    )                                        ,            

With dr,I’
2  and  dc,j’

2the element i from dr and the element j 

from dc are created, respectively. The cosine of squares helps 

determine the location of important factors to observe. The 

share of row i to factor l and column j to factor l is obtained as 

follows: 

(6          )                                    &         

Coexistence (or contribution) helps identify the location of 

essential observations for a factor. 

Complementary or rational elements that can represent factors 

are called transfer formulas. 

Specifically, iTsup  as an illustrative row and jsup  as an 

illustrative column. The fsupand   gsup  specifications are 

obtained through the following: 

(7)   &         

Note that the scalar rules   -1(iT
sup  )and   -1(jT

sup1  )are used to 

ensure the sum of the elements isup or jsup  are equal to one. If 

this condition is met, there is no need for this law.  

After the group's analyses were performed, the main 

observations were stored as complementary elements and 

factor scores in a matrix called Fsup. To calculate these scores, 

the first-row profile matrix is calculated: 

(8            )                                                     X1-R=(diag{X1}) 

And apply Equation 7 below: 

(9           )                                                                1-Δ=RGsupF 

The Euclidean distance between the observations and the 

groups calculated from the score factor is equal to the distance 

ϰ2 between their row profiles. 

The K × I distance matrix between observations and groups is 

calculated as follows: 

(10         )                                           TFsup2F- T+1ST1supD=S 

with 

(11    )                      }sup
TFsup=diag{FsupS    و      }TS=diag{FF 

Each observation will be assigned to the nearest group. 

2.2.1. Model evaluation 
The resolution quality can be considered a model with fixed 

effects or a random model. For the fixed effect model, the 

correct classifications are compared with the answers obtained 

from Equation 10. The fixed-effect model evaluates the 

classification quality in the sample used to construct the 

model, and the stochastic model evaluates the classification 

quality based on the new observations. Typically, this step is 

done using cross-validation techniques such as Jack Knife or 

Bootstrap. 

 

Table 2: Factor scores, cosine squares, and auxiliary 

variables (set J). Negative scores of the correspondence 

part are also shown in italics. 

 

 

Table 3: Invoice scores, cosine squares, region alignment, 

and complement row for unknown sample region (W). 

Negative scores of the correspondence part are also shown 

in italics. 

 

 

 

 

Figure 1: DCA analysis shown in two dimensions. (A) Set 

I: Rows (samples), sample projected as complementary 

elements, sample? The sample is unknown. (B) Set J: 

Column (number of points). Sample categories are also 

included for ease of interpretation. Both shapes have the 

same scale (some points shifted slightly for readability). 

(Tables 2 and 3). 
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Figure 2: DCA analysis. 2D display. (A) Fixed effect 

model. Three areas and indicators for samples. (B) 

Stochastic effect model. Samples of the chipped jack 

behind the fixed effect solution are shown. The index 

shows that the stochastic effect classification is more 

varied and transferred. 

 

3. CONCLUSION  
Place Tables 2 and 3 show the analysis results, and Figure 1 

shows them. The quality of the fixed effect of the model was 

evaluated with the following configuration matrix: 

 

In this matrix, rows are assigned to predicted groups, and 

columns are natural groups. For example, out of 5 points 

assigned to Zone 3 (Group 3), one is from Zone 2 (Group 2), 

and four samples are from Zone 3. The overall quality can be 

calculated from the diameter of the matrix. Here we find that 

(4 + 3 + 4) 11 samples of R12 are correctly classified. 

Jack Knife's estimation method was used to evaluate the 

generalization capacity of the analysis to the new sample (for 

example, this relates to random effect analysis). 

Each sample was placed outside the sample set, a DCA was 

performed on the remaining samples (11), and the sample was 

assigned to the nearest group. This method gives us the 

following configuration matrix: 

 

As expected, the performance of the random effect model was 

lower than the fixed-effect model, and only 6 (2 + 2 + 2) 

samples out of 12 samples were correctly identified. The 

difference between the fixed effect model and the stochastic 

effect is shown in Figure 2 when the data is jacked up (using a 

multidimensional metric scaling). The quality of the model 

can be evaluated by drawing the polygon of each category. 

For the fixed effect model, the centers of gravity are polygons 

of the categories, indicating that DCA is a least-squares 

estimation technique. The random model did not function 

properly due to the more significant variance (it has larger 

covered polygon areas) and rotated around the area (the 

polygon was not based on the center of gradation but the 

center of gravity). Codes of this method were also made 

available for further research. 
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