Identification of Small Goods under the Adversarial Network
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Abstract: Small targets are easily lost and misjudged in detection tasks due to their relatively low resolution in images. Aiming at the problems of large recognition error and weak generalisation ability of small goods in the commodity recognition task when facing complex conditions such as hand occlusion and poor lighting, this paper proposes an adaptive small goods recognition method based on adversarial networks. Firstly, an end-to-end adversarial process-adapted network model is designed using the adversarial and recognition process a priori, and the super-resolution network is used as a generator for reconstructing the semantic information of small commodities, and the recognition network is used as a discriminator for classification and authenticity judgement of the input image. In addition, a new target feature reconstruction function is designed for reconstructing discriminative feature information. In order to solve the problem of large recognition error caused by the difference in the appearance of goods, a feature map-based attention mechanism is proposed for enhancing the sensory field of the recognition network, so that the recognition of large and small goods achieves more accurate results. Tested on SVHN dataset, CIFAR10 dataset and homemade small goods dataset, the adversarial structure improves the recognition accuracy by 4.1% compared with the cascade structure. Meanwhile, ablation experiments are designed to verify the effectiveness of the target feature reconstruction function and the feature graph attention mechanism for feature reconstruction and small goods recognition, respectively. The experimental results show that the method improves the accuracy of small goods recognition and is robust to multi-scale goods recognition and partial occlusion.
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1. INTRODUCTION
In recent years, with the rapid development of artificial intelligence, target recognition, as a hot research technology in computer vision, has been widely used within the scope of many fields[1-3]. In the retail industry, intelligent retail containers have the advantages of low operating cost and high flexibility through the combination of unmanned intelligent service and mobile payment, and intelligent shopping gradually replaces the traditional retail method. However, affected by external environmental conditions such as occlusion and light, the small goods recognition technology cannot meet the consumer's application needs, so the small target recognition in intelligent retailing shows great research prospects.

Many scholars at home and abroad have conducted in-depth research on small target recognition task, until now a variety of small target recognition algorithms have been proposed, which can be summarised into the following three categories by collation.

Multi-scale recognition mechanism based on feature fusion[4-10]. It fuses the advantages of deep feature maps and shallow feature maps in order to achieve multi-scale recognition detection of small targets. Literature[11] builds on YOLOv3 by establishing feature fusion algorithms to alleviate the problem of insufficient features after multiple convolution of small targets.

One class is based on the combination of contextual semantic reasoning and visual information[13-15]. It enriches the feature representation of an image by fusing contextual semantic information to improve the stability and accuracy of target recognition. Literature[16] is based on the SSD structure by introducing a multilevel feature fusion approach with contextual information in order to improve the accuracy of recognition of small targets.

Another category is the algorithm that fuses the attention mechanism[18]. It improves the attention of the feature extraction network to small targets by selecting critical feature information. Literature[19] proposes a spatio-temporal neural network (called STNet) for small target recognition, where STNet fixes the region of interest using a super-resolution module and focuses on the distinguished region using a spatio-temporal attention module.

2. METHOD
As shown in Figure 1, there are three main parts of the research, including super-resolution image enhancement, image degradation, and image recognition. The specific research process is as follows:

Firstly, the small commodity image is fed into the super-resolution network, and more recognition-related feature information is recovered through up-sampling.1) In order to reconstruct the semantic features of the occluded part, the feature maps of the current layer of the generated image and the corresponding feature maps of the HR image are compared to obtain the content loss \( L_c \). At the same time, in this paper, we use the probabilistic degradation model to model the stochastic factors in the degradation process, and better decouple the degradation from the image content decoupling, thus making the synthesis closer to the training samples in the test image domain; 2) The recognition module consists of two branches: the discriminator branch and the classification branch. Among them, the discriminator branch maps the output to \([0,1]\) via Sigmoid to determine whether the samples are from true high-resolution images(HR); the classification branch maps the output to n-dimensions via
Softmax function to obtain the labels of the input samples and finally feeds the task goal to the super-resolution network. In addition, the recognition mechanism based on feature attention, FMAResNet, adaptively adjusts the size of the receptive field according to the input information, which improves the network's ability to express the model features and reduces the problem of large recognition errors.

3. ALGORITHM DESIGN

3.1 Super Resolution Module

The module mainly consists of a content extractor and a texture extractor. Firstly, the content extractor is used to extract the main semantic information of the input feature map \( P_i \), and then the resolution of the content features is doubled by sub-pixel convolution. The texture extractor selects reliable texture regions from main and reference for small item recognition. Finally, the texture is fused with the super-resolution content features using residual concatenation, resulting in the output \( P_i \):

\[
P_i = E_i\left( P_i \right) \uparrow + E_i\left( P_i \right) \uparrow
\]

Where \( E_i(.) \) denotes the texture information extractor, \( E_i(.) \) denotes the content information extractor, \( \uparrow \) denotes that the extracted features are concatenated and then zoomed in two times.

3.2 Identify Network Modules

The image features extracted by convolutional neural networks are generally rich and relatively simple to compute. The commonly used feature extraction networks are ResNet50, which solves the phenomenon of disappearing or exploding network gradients brought about by the increase of network depth by taking the input features plus the learned residual features as the output features. However, the extracted features are still limited due to the spatial invariance and locality of the standard convolutional kernel, and the learned parameters are static. Based on this, this paper designs FMAResNet, a recognition mechanism based on feature map attention, on the basis of ResNet50 as a feature extraction network, and adopts the method of fusing the feature map attention mechanism to reduce the problem of large recognition error caused by the size of goods under complex conditions.

The specific steps are as follows:

1. Decomposition. Given an input feature \( X \in \mathbb{R}^{H \times W \times C} \), set the convolution kernel sizes to \( 3 \times 3 \) and \( 3 \times 5 \) respectively, where the \( 5 \times 5 \) convolution kernel is replaced by a \( 3 \times 3 \) convolution kernel with dilation 2. Let it perform the convolution operation to get two outputs \( F_1 : X \rightarrow U_1 \in \mathbb{R}^{H' \times W' \times C} \) and \( F_2 : X \rightarrow U_2 \in \mathbb{R}^{H' \times W' \times C} \) respectively.

2. Fusion. The outputs of different branches are fused using an element-by-element summation method to obtain:

\[
U = U_1 + U_2
\]

Secondly, the global pooling operation is used on the consolidated information to get the global information, i.e.

\[
\mathbf{s}_c = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} U_c(i, j)
\]

Where \( \mathbf{s}_c \) denotes the global average pooling operation function, \( \mathbf{U}_c \) denotes the output of the \( c \)th channel, \( U_c(i, j) \) denotes the coordinates of the \( c \)th channel, \( H \) is the height of the feature map, \( W \) is the width of the feature map, and \( i, j \) denote the values of the coordinates of the height and width of the feature map, respectively.

Finally, \( z \) is obtained by performing a dimensionality reduction operation on \( \mathbf{s}_c \) through the fully connected layer with the following formula:

\[
z = F_{\delta}(\mathbf{s}_c) = \delta(\beta(W_z))
\]

Where \( F_{\delta} \) denotes the fully connected operator function, \( \delta \) denotes the nonlinear activation function, \( \beta \) is the BN layer, \( d \) denotes the control of the fully connected layer with the reduction ratio \( r \), and \( L \) is the minimum value of \( d \), where \( W \in \mathbb{R}^{d \times d} \) and \( z \in \mathbb{R}^{d^2} \).

3. Selection. The attention of the channel is first generated and then used to self-adaptively select information of different sizes, expressed as follows:

\[
a_c = \frac{e^{a_c^+}}{e^{a_c^+} + e^{b_c^+}}, \quad b_c = \frac{e^{b_c^+}}{e^{a_c^+} + e^{b_c^+}}
\]

Where \( A, B \in \mathbb{R}^{d^2} \), \( a_c, b_c \) denote the attention vectors corresponding to \( U_c \) and \( U_c \), respectively, where \( A \) denotes the \( c \)th row, and \( a_c \) denotes the \( c \)th element of \( A \).

Finally, the branch output features are weighted and fused to obtain \( V_c \) with the following formula:

\[
V_c = a_c U_1 + b_c U_2; \quad a_c + b_c = 1
\]

Where \( V_c = [V_c, V_c, \cdots, V_c] \), \( V_c \in \mathbb{R}^{d^2} \).

3.3 Loss function

In order to reconstruct more texture detail information that is beneficial for recognition, the SR image and the real HR image generated by the generator are fed into the recognition network for feature extraction separately, and then the content loss \( L_{\text{cont}} \) is obtained by using the root-mean-square error on the extracted feature maps.
In order to evaluate the performance of this paper’s algorithm on the recognition accuracy of small goods, this paper sets up a comparison experiment to evaluate the algorithm performance based on the experimental data.

4. EXPERIMENTAL RESULTS

4.1 Environment Configuration

All the comparison experiments were conducted under the same hardware conditions, and the relevant experimental configurations are shown in Table 1.

<table>
<thead>
<tr>
<th>Operating system</th>
<th>Windows 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>12th Gen Intel(R) Core(TM) i5-12490F</td>
</tr>
<tr>
<td>GPU</td>
<td>NVIDIA GeForce RTX 3060 12G</td>
</tr>
<tr>
<td>Python</td>
<td>3.8</td>
</tr>
<tr>
<td>Pytorch</td>
<td>1.12.0</td>
</tr>
<tr>
<td>CUDA</td>
<td>11.2</td>
</tr>
</tbody>
</table>

4.2 Results

In this section, the method is further compared with the mainstream small target recognition methods in recent years. In the experiments, the recognition and detection of small goods under different degrees of occlusion are carried out respectively, and finally the average value is taken, and the experimental results are obtained as shown in Table 2 below.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>mAP%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faster-RCNN</td>
<td>91.51</td>
</tr>
<tr>
<td>SSD</td>
<td>83.62</td>
</tr>
<tr>
<td>YOLOv3</td>
<td>85.43</td>
</tr>
<tr>
<td>Ours</td>
<td>94.67</td>
</tr>
</tbody>
</table>

As can be seen from Table 2, in terms of recognition accuracy, comparing the average recognition accuracy of multiple algorithms, it can be found that this paper's algorithm has the best recognition effect, and this paper’s algorithm improves the recognition accuracy by 3.3% compared with Faster-RCNN algorithm, which has a better recognition effect, thus further proving the advancement of this paper's algorithm.

Figure 2 shows the recognition effect, in the experiment, by changing the angle of holding the goods to simulate the various situations that may occur, from the experimental results, it can be seen that, for different degrees of small goods obscured, this paper's algorithm can achieve good recognition effect.

\[
L_\omega = \frac{1}{W_{ij}H_{ij}} \sum_{x,y,i,j} \left( \sum_{w} \left( \phi_{i,j}(I^{m}) - \phi_{i,j}(G(I)) \right) \right)^2
\]  
(8)

Where \( i, j \) denotes the \( i \) th convolution after the \( j \) th maximum pooling layer; \( W_{ij} \) and \( H_{ij} \) denote the width and height of each feature map within the recognition network, respectively, and \( \phi \) corresponds to the feature map output from a certain convolutional layer in the recognition network after an activation function.

In order to make the generated images closer to the real image distribution, the adversarial loss \( L_{adv} \) is used in this paper:

\[
L_{adv} = \sum_{x} \log D_a(I^{m}) + \sum_{x} \log(1 - D_a(G(I)))
\]  
(9)

where \( D_a \) is the discriminator, \( \theta_a \) is the weight of the discriminator, \( G \) is the generator, \( \theta_g \) is the probability that the generated sample is classified correctly, and \( \log D_a(x) \) is the probability that the discriminator determines the true data to be true, and \( \log(1 - D_a(G(z))) \) is the probability that the discriminator determines the generator-generated the probability of determining the false data as false data, and the total loss is the sum of the two, which should be guaranteed to be as large as possible.

For a given input image, the goal of the method in this paper is to classify it correctly. To achieve this condition the classification loss \( L_{cls} \) is defined:

\[
L_{cls} = \sum_{c} \log P(C = c | I^{m}) + \sum_{c} \log P(C = c | G(I))
\]  
(10)

Where \( P(C = c | I^{m}) \) denotes the probability that the real sample is classified correctly, and \( \log P(C = c | G(I)) \) denotes the probability that the generated sample \( G(I) \) is classified correctly.

In order to organically combine the super-resolution task with the recognition task, a new target feature reconstruction function is designed, which combines the content loss, the adversarial loss and the classification loss to guide the super-resolution network to reconstruct the detailed texture information that is favourable for recognition under the constraints of the content loss, and to further make the generated image more closely approximate the distribution of the real image through the adversarial loss and the classification loss. Based on the above derivation, the target feature reconstruction function can be expressed as:

\[
L_c = L_{cls} - \lambda_{adv} L_{adv} + \lambda_{cls} L_{cls}
\]  
(11)

The module is mainly used for target recognition and feeds the task target to the super resolution module, the recognition module loss function can be expressed as:

\[
L_c = \lambda_{cls} L_{cls} - \lambda_{adv} L_{adv}
\]  
(12)
5. CONCLUSION

In this paper, an adaptive small goods recognition method under adversarial process is proposed to improve the prediction accuracy in complex environments such as partial occlusion and multi-scale recognition. The interference due to environmental factors such as hand occlusion is reduced by the constraint of the reconstruction loss of target features, and at the same time, an adaptive dynamic selection mechanism is added on the basis of ResNet50 for optimisation, and the problem of large recognition error caused by the size of the goods is solved by adjusting the size of its receptive field, and the multi-scale recognition of goods is achieved. In this paper, the effectiveness of this paper's method in the task of recognition of occluded small commodities is proved by performing ablation comparison experiments on public datasets and self-acquisition datasets. In future work, on one hand, we hope to improve the robustness of this paper's algorithm by optimising the network parameters, and on the other hand, we hope to design a small target recognition method with better performance and apply it to small target recognition in more complex scenes.

6. REFERENCES


