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Abstract: Swiss Federal Institute of Technology developed a simple method to evaluate seismic vulnerability of reinforced concrete buildings with structural walls using an engineering approach. The objective of this research was the evaluation of the developed method through the capacity curve with a focus on the buildings with frame action due to the coupling of the walls by piers and spandrels. For this purpose, a numerical model of a six-story reinforced concrete structure with sixteen structural walls was created in two directions and nonlinear static analysis was performed to obtain the capacity curve under different lateral load patterns. It was found that there is an appropriate overlap between the numerical model and developed method in terms of capacity curve and vulnerability.
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1. INTRODUCTION
Reinforced concrete structures with the structural walls are often classified into three types: structural wall systems with negligible frame action, Structural wall systems with separate frame action, and structural wall systems with frame action due to the coupling of the walls [1]. The first type includes slender reinforced concrete walls, which carry lateral loads and columns carry gravity loads without frame-wall interaction. In the second type, a moment resisting frame is created in the structure by rigid connections between beams and columns, and the structural walls carry lateral loads. The third type consists of structural walls that carry both gravity and lateral forces. There are no gravity columns in this system. In fact, the

Figure 1: (a) Bilinear moment-curvature diagram, (b) wall section, (c) strain and force diagram on initial yielding, and (d) strain and force diagram in the ultimate level [1].
coupling between pier and spandrel carries lateral forces. Structural walls are also would potentially be arranged in a network of walls interconnected with each other to make a rigid box which is called shear core wall. The core is used to provide lateral stiffness required for the buildings in concrete frame structures [2] or non-concrete structures such as mass timber buildings [3, 4].

In this paper, in addition to outlining the vulnerability assessment of the third type of structural wall systems, presented by Swiss Federal Institute of Technology [1], an example of this type of structures was given and evaluated using nonlinear static analysis. To this end, structure capacity curves were derived using the analytical method. Generally, two methodologies can be utilized for deriving capacity curves: experimental and analytical. Two analytical methods of incremental nonlinear time history and nonlinear static (pushover) analysis are recommended for this purpose. Some researchers extracted the capacity curves of multi-story structures using incremental time history analyses [5-10].

Several time history analyses were conducted by applying different earthquake acceleration records and with different intensity scales. Although this method presents more realistic behavior of structures, it is very time consuming and more sensitive to the modeling and analytical parameters. Therefore, review of the literature reveals that nonlinear static analyses have gained more practical application instead of the nonlinear time history analysis [11-19]. To derive capacity curve in experimental tests, the loading increase step by step at the location of force until the final collapse of the structure or major drop in strength [20-21]. In this study, the nonlinear static analysis was employed to derive the capacity curves of a reinforced concrete structure. Finally, a comparison between results from nonlinear static analysis and developed method by Swiss Federal Institute of Technology was made.

2. METHODOLOGY

2.1 Moment-Curvature Equation in the Reinforced Concrete Wall Section

In concrete wall sections, with the distribution of the reinforcement throughout the cross-section, moment-curvature equations can be roughly drawn as bilinear curves as described in Fig. 1. This curve is characterized by two points: \((\phi_y, M_y)\) which indicates the first yield of tensile reinforcement, and \((\phi_a, M_a)\) indicates the ultimate compressive flexural strength of concrete. The curvature of the first yield can be determined from the following equation according to (Fig.1 (c)):

\[
\phi_y' = \frac{\varepsilon_y}{d - X_y}
\]  

(1)

\(\varepsilon_y = f_y / E_y\) : Yield Strain of the reinforcement

\(f_y\) : Yield strength of the reinforcement

\(E_y\) : Elastic modulus of elasticity in the reinforcement

\(d\) : Distance from compression face to tension reinforcement,

\(X_y\) : Neutral axial depth

The final curvature \(\phi_a\) is also determined from the following equation (Fig. 1 (d)):

\[
\phi_a = \frac{\varepsilon_{cu}}{X_u}
\]

(2)

\(\varepsilon_{cu}\) : The final compression strain in the concrete

\(X_u\) : Neutral axial depth.

According to Fig. 1, the nominal yield curvature and ductility of the wall section are also defined as follows:

\[
\phi_y = \phi_y \frac{M_a}{M_y}, \mu_y = \frac{\phi_a}{\phi_y}
\]

(3)

According to Fig. 1 and curvature in a structural wall \((\phi=M/EI)\), the yielding displacement at the top of the wall for different force distributions is obtained from:

\[
\Delta_y = \chi \phi y H_{tot}^2
\]

(4)

In the force distribution which is close to the first mode, the coefficient \(\chi\) is varied from 0.17 for the single force at top and 0.276 for the triangular force distribution, once \(\chi = 0.2\) was suggested [1]. The final displacement at the top of the wall is also obtained from the following equation:

**Figure 2:** Cantilever wall under single horizontal force and distribution of moment and curvature [1].
\[ \Delta_u = \mu_u \Delta_y \]  
(5)

\( \mu_u \) is the ductility of a wall and it is expressed as follows in terms of \( \mu_p \):

\[ \mu_u = 1 + \frac{1}{\mu_p} (1 - \mu_p) \]  
(6)

According to Fig. 2, which shows a moment-curvature curve
for a wall with a single horizontal force, \( l_p \) is the height of the
wall that the reinforcement starts to yield, in another word, it is
the height with the yielding moment \( (M(x) = M_y) \).

Therefore, in the length of the wall where nonlinearity starts to
develop. This length is called \( l_p \) or the length of the plastic hinge.

\[ M(x = l_p) = M_y = M_u (1 - \frac{l_p}{H_{tot}}) \]  
(7)

Assuming linear expansion of curvature from \( \phi_y \) to \( \phi_u \):

\[ l_p = \frac{H_{tot}}{2} (1 - \frac{M_y}{M_u}) \]  
(8)

In the triangular distribution of lateral force, Eq. (9) is
expressed as follows [1]:

\[ M(x = l_p) = M_y = M_u [(1 + \frac{l_p}{H_{tot}}) - \frac{3}{2} (\frac{l_p}{H_{tot}})] \]  
(9)

\[ l_p = 2H_{tot} \cos(\frac{\phi}{3} + \frac{4}{3} \pi), \cos\phi = \frac{1}{2} (\frac{M_y}{M_u} - 1) \]  
(10)

lp: Length of the plastic hinge
l’p: Height of region over which reinforcement has yielded

### 2.2 Reinforced Concrete Structural Capacity Curve

The structural capacity curve is a plot based on the base shear \( V_b \) and the maximum roof displacement \( \Delta \), which is obtained from the superposition of the wall capacity curves. The bilinear wall capacity curve is defined by three parameters of the wall shear capacity \( V_{yw} \), the yield displacement over the wall \( \Delta_y \), and the final displacement over the wall \( \Delta_u \). In the following, the method of determining the capacity curve for structural wall systems with frame action due to the coupling of the walls is explained.

The range of the coupling effect is expressed by a parameter that is called zero moment height [1], which is a function of the spandrel flexural stiffness of the wall flexural stiffness \( (EI_{sp} / h_0) / (EI_p / h_u) \). Considering \( h_0 \) is the height of zero moment and \( M_u \) is the ultimate bending capacity of the wall, the shear capacity and yield displacement over the wall are determined by the following equations:

![Figure 3](image3.png)

**Figure 3**: Ultimate displacement for (a) the spandrel mechanism, (b) the pier mechanism [1].

![Figure 4](image4.png)

**Figure 4**: Building detail (a) building plan, and (b) structural walls details in y-direction [1].
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\[ V_m = \frac{M_u}{h_0} \quad (11) \]

\[ \Delta_y = V_m H_{\text{tot}} \left( \frac{h_p (3h_0 - h_p)}{6E_{I_{\text{eff}}}} + \frac{K}{G_{A_{\text{eff}}}} \right) \quad (12) \]

The second part of the Eq. (12), shear ductility, is usually negligible. Given the Fig. (1), the effective stiffness of the cracked section can be determined based on the moment-curvature curve:

\[ E_{I_{\text{eff}}} = \frac{M_y}{\psi_y} \quad (13) \]

The ultimate displacement at top of the wall \( \Delta_u \) is a function of the rotational ductility \( \mu_{\psi} \) and the type of mechanism. Depending on the bending strength, joints may be formed in the spandrel or the pier [3].

In the spandrel mechanism (Fig. 3(a)) and the pier mechanism (Fig. 3(b)), the ultimate displacement is obtained from the following equations [1]:

\[ \Delta_{u,\text{psm}} = \Delta_y + (H_{\text{tot}} - \frac{I_p}{2} \psi_p) \frac{\Delta_y + (n h_{\text{st}} - \frac{I_p}{2} (Q_u - Q_s) \psi_p)}{I_p} \quad (14) \]

\[ \Delta_{u,\text{psm}} = \Delta_y + (h_{\text{st}} - \frac{I_p}{2} \psi_p) \Delta_y + (h_{\text{st}} - \frac{I_p}{2} (Q_u - Q_s) \psi_p) \quad (15) \]

With the insertion of the Eq. (12), for \( \Delta_y \) and ignoring the shear ductility, the ductility of the structural wall, for a combination of spandrel mechanism and the pier mechanism is equal to [3]:

\[ \mu_{\psi} = 1 + (\mu_{\psi} - 1) \frac{6h_p I_p}{H_{\text{tot}} h_p (3h_0 - h_p)} (\beta h_{\text{st}} - \frac{I_p}{2}) , 1 \leq \beta \leq n \quad (16) \]

In this way, the parameters defined in the bilinear capacity curve is determined by the coupling action. Building capacity curve is obtained in one direction from the superposition of the capacity curves of the walls in that direction.

<table>
<thead>
<tr>
<th>Structural Element</th>
<th>( E_S ) (GPa)</th>
<th>( f_y ) (MPa)</th>
<th>( E_C ) (GPa)</th>
<th>( f'_c ) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall</td>
<td>210</td>
<td>500</td>
<td>37.5</td>
<td>45</td>
</tr>
<tr>
<td>floor</td>
<td>210</td>
<td>460</td>
<td>30</td>
<td>28</td>
</tr>
</tbody>
</table>

Table 2: Summary of results for 3 structural walls in y-direction [1].

<table>
<thead>
<tr>
<th>Wall</th>
<th>( h_0 / h_p )</th>
<th>( M_y ) (kN m)</th>
<th>( \psi_y ) (1/ m)</th>
<th>( M_U ) (kN m)</th>
<th>( \psi_U ) (1/ m)</th>
<th>( \mu_{\psi} )</th>
<th>( I_p )</th>
<th>( E_{I_{\text{eff}}} ) (MN m²)</th>
<th>( V_m ) (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.7</td>
<td>5955</td>
<td>0.0025</td>
<td>7318</td>
<td>0.0179</td>
<td>7.29</td>
<td>0.54</td>
<td>2980</td>
<td>1266</td>
</tr>
<tr>
<td>2</td>
<td>1.7</td>
<td>3521</td>
<td>0.0026</td>
<td>5279</td>
<td>0.0306</td>
<td>11.83</td>
<td>1.029</td>
<td>2043</td>
<td>863</td>
</tr>
<tr>
<td>3</td>
<td>1.8</td>
<td>3034</td>
<td>0.0026</td>
<td>4786</td>
<td>0.0285</td>
<td>10.87</td>
<td>1.12</td>
<td>1824</td>
<td>782</td>
</tr>
</tbody>
</table>

Table 1: Material property used in the building.

Figure 5: Capacity curve of reinforced concrete structure in y-direction [1].
Table 3: Summary of results for three types of structural walls in y-direction [1]

<table>
<thead>
<tr>
<th>Wall</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{cr}$ (kN)</td>
<td>148</td>
<td>199</td>
<td>465</td>
</tr>
<tr>
<td>$\Delta_{y}$ (mm)</td>
<td>14</td>
<td>17</td>
<td>25</td>
</tr>
</tbody>
</table>

Damage level 2 is a moderate damage which is defined as a level that partial structural damage and moderate non-structural damage occur. In fact, at this stage, the damage appears as the cracks in the structural walls. Before this stage, the behavior of the structure is linear and at this stage, the building starts to behave non-linearly. To determine the coordinate of the capacity curve, the displacement where the first wall enters into the yielding stage ($\Delta_{y, min}$) is used, which is related to Wall No. 3 ($\Delta_{y,3} = 68 mm$). The base shear for this displacement is 9570 kN (Vb=9570 kN). Therefore, the mentioned point with a displacement of 68 mm and a load of 9570 kN is the location on the curve where the structure has entered into the damage level 2 (Fig. 5).

Damage level 3 is the severe damage initiation which moderate structural damage and severe non-structural damage happen. At this stage, a spalling of concrete and buckling of reinforcements occurs. The structure extends into the nonlinear region and finally the last wall yields. This degree of damage is determined by the capacity curve from the largest displacement of walls yield ($\Delta_{y,max}$) which is related to Wall No. 1 ($\Delta_{y,1} = 74 mm$), and the corresponding base shear is 9918 kN. At this point, the structure is in the damage level 3 (Fig. 5). According to Table 2, the stiffness of the building in the y-direction is 139785 kNm. The amount of displacement at the point of yield is obtained, given the total shear force $V_b = 9918 kN$, with the assumption of the linearity of the capacity curve before the yield.

$$ \Delta_{by} = \frac{V_{by}}{K} = \frac{9918}{139785} \times 10^3 = 71 mm $$

Damage level 4 is the severe damage which includes severe structural and non-structural damages. In this stage, the first structural wall reaches its ultimate displacement. This stage is determined by the smallest ultimate displacement of the wall, which is corresponding to Wall No. 3 ($\Delta_{y,3} = 94mm$). The pier mechanism with the coordinates of (94mm,9593kn) and spandrel mechanism with the coordinates of (236mm,9593kn) indicate the points on the capacity curve, which the structure enters the fourth degree of damage.

Damage level 5 is structural collapse which includes very severe structural damages. At this stage, the building is collapsed. It happens when the last wall reaches its ultimate displacement. At this time, the base shear of the building will be reduced to less than two-thirds of its maximum. Therefore, points (94mm,9593KN) and (236mm,9593KN) indicate coordinates of damage levels 4 and 5, respectively (Fig. 5).

3. Numerical modeling

SAP2000 program was used to conduct the nonlinear static analysis for the building [22]. The column elements are used to model the structural walls [23]. Thus P-M interaction diagrams are produced for each column element. The floor diaphragms of the building are assumed to be rigid. Due to the problems related to numerical convergence, the columns and wall elements were divided into three parts. The shear and flexural hinges are considered in the numerical model as well. For the elements of the column and wall, the flexural hinges are assigned at the relative distance of 0.05 of the length of the elements at each end. The shear hinges are assigned in the middle of the element length. The beams and the coupling
beams are modeled as frame elements with bending and shear hinges.

The numerical model subjected to three different lateral load patterns including uniform acceleration, IBC lateral load distribution, and first mode of vibration. After performing nonlinear static analysis, the structural capacity curves were extracted as shown in Fig. 7. The resulted capacity curves show a good agreement between the results of nonlinear static analysis under different lateral load patterns and the developed method by Swiss Federal Institute of Technology.

4. CONCLUSION
1. The capacity curve resulted from the uniform acceleration load pattern shows more vulnerability than the developed method by Swiss Federal Institute of Technology.
2. The capacity curve resulted from the IBC lateral load distribution shows less vulnerability than the developed method by Swiss Federal Institute of Technology.
3. Comparing between capacity curves obtained from the developed method by the Swiss Federal Institute of Technology and the nonlinear static analysis for all considered lateral load patterns shows that the proposed method appropriately estimates the capacity curve of concrete reinforced building with coupling between pier and spandrel.

4. Using structural walls with the frame action due to coupling behavior between the spandrels and piers can be considered as a reliable earthquake resisting system for high seismic regions for carrying the lateral and gravity load.
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Abstract: The target in this paper is introduction and application of a new exploration method to locate and highlight mineral deposits and mineralization. Generally exploration methods could be categorized into two major groups; quantitative and qualitative methods. Although many attempts have been taken to progress the first group, the second one has not been considered and improved as it should have been. This research offers a new method named ‘Qualitative Contours’ which is descriptive rather than being numeric. This new method is applied to delineate mineralization trends and deposits locations in Qaleh-Zari area. The selected study area is located north west of Qaleh-Zari copper deposit. This area is selected to determine how effective this method is to find mineralization trends and the known Qaleh-Zari deposit. The new method “Qualitative Contours” successfully located Qaleh-Zari deposit and mineralization trends in the area. Beside the main function of this method, other beneficial performances are discussed such as lithology modeling and erosion levels estimation which are highly correlated to field observations in the area. In this research, locating the well-known Qaleh-Zari copper deposit as the result of the Qualitative Contours method is discussed and in order to prove the accuracy of such locating, Concentration-Volume (C-V) Fractal modeling is used to prove copper anomalies numerically.

Keywords: Qualitative contours, descriptive data, Exploration method, geochemistry, (C-V) Fractal, Qaleh-Zari

1. INTRODUCTION
Mining activities especially copper mining in Iran are based on thousands of years ago. According to Khoei et al.[1] several copper ore bodies are recognized in Iran (more than 500 or so). Different zones of copper ore bodies are suggested by researchers. Bazin and Hubner [2] suggested five zones. Khoei et al.[1] suggested six copper ore bodies in Iran as illustrated in Figure 1. Delineation of geochemical anomalies from background is one of the major targets in exploration geochemistry. In order to achieve this goal, different descriptive and quantitative methods have been employed [3]. All of these methods are quantitative including statistical procedures, Fractal/multi-fractal modeling, neural network methods and other common methods which are being used as well by the researchers and experts.

In this study, a new method named “qualitative contours” is introduced. This method is proposed and employed to recognize mineralization trends and deposits locations in the study area. Qualitative contours would be a pioneer for introduction and application of descriptive data in exploration activities generating valuable results with low costs. The simplicity in method application and result interpretation are the other features persuading experts to use this method. The application and results of this new method on Qaleh-Zari copper deposit are discussed in this paper. Fractal/multi-fractal modeling is used in this study in order to check and compare the results. Fractal modeling was firstly introduced by Mandelbort [4] and then developed by Cheng et al. [5] and Li et al. [6].

2. GEOLOGY
2.1 Regional geology
The geology of Iran is represented by an assembly of continental fragments initially rifted from Gondwana land. As the Paleotethys and Neotethys oceans developed and closed, the fragments subsequently amalgamated [7-12]. The geological studies and tectonic researches of Iran date back to more than five decades [13-25]. It can be claimed that Iran owns one of the most variable and complex conditions in the world from the view point of economic geology. Approximately most of the known metallic and nonmetallic mining resources observed in Iran are economic. Urmihe-Dokhtar magmatic belt in Tertiary caused several ore deposits in Iran especially copper deposits such as Porphyry and Skarn deposits [27-37]. The other recognized copper deposit types in Iran are volcanic massive sulfide (VMS) and Hydrothermal vein type deposits. The Lut block and its contact with the other blocks around it could be mentioned as
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Fig. 1. The main zones of copper mineralization in Iran: (1) Orumieh-Dokhtar Belt; (2) Western Alborz Zone; (3) Kavir-Sabzevar Zone; (4) Sabalan; (5) Lut area; (6) Makran area [26]

one of the major locations for the VMS and hydrothermal vein type copper deposits. Figure 2 clearly demonstrates several Copper (Cu) and Lead-Zinc (Pb-Zn) mineralization localities in the Lut block.

2.2 Qaleh-Zari copper deposit

Qaleh-Zari copper deposit in the center of the Lut block is one of the most important copper deposits in Iran. Although the tonnage is low, the copper grade is high enough to assume Qaleh-Zari ore body as the noticeable one in Iran. This copper deposit is located 180km southwest of Birjand city [26] as demonstrated in figure 1. Qaleh-Zari deposit, like most of the copper deposits in Iran, has been mined since more than 2000 years ago. Historic mining around the deposit is significant. It is worth mentioning that these historic mining activities were the most important exploration clues in the area. Qaleh-Zari is a Fe-oxide Cu-Ag-Au vein type deposit [38].

Generally in hydrothermal vein type deposits structure of the area is the controller of hydrothermal fluids movement direction. The relationship between hydrothermal ore deposits and discontinuities in the crust (faults, fractures and lineaments) evokes that this deposit type is spatially consistent to regional structural features [40-63]. NW-SE and E-W trending could be considered for faults and fractures in this deposit, which also are the general structural trending in the whole area.

Qaleh-Zari copper deposit is located in the Lut block.

Fig. 2. Map of Cu, Pb-Zn mineralization localities in the Lut block. 1-Gazu, 2-Sorkh-Kuh, 3-Qaleh-Zari, 4-Howze Dough, 5-Ghare Kaftr, 6-Shurk, 7-Shikasteh Sabz, 8- Mire Khash, 9-Madan-e-Rahi I, 10-Madan-e-Rahi II, 11- Sehchangi, 12-Howze Rasi, 13-Shurab, 14-Gale Chah, and 15- Chali Nogre [39]

According to Duymehvar [64], the oldest formations are sedimentary rocks in the area. Paleogene volcanic rocks consist of high potassium calc-alkaline andesites (subduction zone shoshonites), andesitic basalts, dacites and rhyolites, andesitic and dacitic tuffs and pyroxene-bearing andesites [65- 67]. Basaltic rocks are the most abundant rock units in the area. Andesine and Andesitic basalt are the other major rock types observed in Qaleh-Zari area (Fig.3).

2.3 MINERALIZATION

A plutonic mass as the engine of a water circulation system has just created primary hydrothermal mineralization. Meteoric water plays an important role in enrichment and alteration processes in deposits associated with faults and fractures. Surface water flows can penetrate to deeper parts through the fractures. This process causes copper oxide minerals. The main copper mineral in Qaleh-Zari deposit is chalcopyrite.
According to the deposit type, a variety of paragenesis minerals are expected and also observed. Beside chalcopyrite as the economic mineral, bornite, pyrite, hematite, galena, sphalerite, in sulfide supergene zone and malachite and aurite, in oxide supergene zone are the most common minerals in association with Quartz veins.

Four types of alterations are seen in Qaleh-Zari deposit. According to Hassan-Nezhad and Moore [26], these four alterations types are introduced as 1. sericitization; 2. argillization; 3. propylitization; and 4. Silicification.

2.4 Structural geology

In Qaleh-Zari deposit, mineralization is controlled by structural settings including faults and fractures with specific trending (NW-SE and E-W trending). In hydrothermal deposits, structure of the deposit is very important to be studied since the mineralization is controlled by the amount of fractures volume which permits the hydrothermal fluid to pass through. The Qaleh-Zari deposit is a fissure-filling polymetallic vein system formed by hydrothermal solutions circulating through fault planes and breccia zones [65], [67] and [68]. In this deposit, major and minor fractures within which copper mineralization has occured are created as the result of a Right-sided compressive shear deformation system with N135 general trending [69]. Faults and fractures can be grouped into the following orientations:

1. NW– SE, these right-lateral high angle faults (dipping about 868) host the main ore-bearing veins. Dilation in these faults sometimes reaches up to 70 cm.
2. NE – SW, these barren fractures are younger than the other faults and fractures and show left-lateral movement. Locally, these fractures are seen to cut and displace ore-bearing veins, which occur along the oldest faults. 3. N – S, these fractures are the least common. Mineralization along these fractures is very poor and there is no evidence of mining along them. At the surface they are mostly mineralized by quartz and hematite. 4. E – W, faults from the point of view of mineralization are similar to Group 1 faults [26]. Based on the geological map (Fig.3) the study area includes NW-SE faults. It is noticeable that this trend for faults and fractures is controlling the mineralization in the area. Along the faults in the study area, copper mineralization is observed. These fractures are supposed as the most important structural features for mineralization in the study area. Thus sampling for the following method is mostly concentrated around these fractures.

3. METHODOLOGY

3.1 Qualitative Contours method

This method is devised and proposed by the authors of this paper for the first time. The primary targets of this new method are locating deposits and highlighting mineralization trends in study areas. The basis of this method is field observations. In other words, minerals, alterations and host rock observations are the input data which are recognized and recorded on the field. Exploration methods could be categorized in two major groups, quantitative and qualitative methods. Although many attempts have been taken to progress the first group, the second one has not been considered and improved as it should have been. Generally field observations consists a bulk of geological datasets which could be categorized in several types such as structural features, mineralogy, surface and underground water conditions, chronology and etc.
This method is supposed to delineate mineral deposits and mineralization trending in the area of study. Among the possible field observations mentioned above, mineralogy of the study area is the research subject of this method. Firstly before using this method, the area must be selected for a special element (target element).

In the other words, the target element defined in primary exploration studies is what the researchers look for economical minerals of (oxide, sulfide and other forms). The other factor is paragenesis minerals. Paragenesis minerals for the target element (or mineral) are very important. Most of the time, paragenesis minerals are the best guidance to locate the specific mineralization or ore deposits. Alterations, as an important characteristic, play a critical role in exploration process. Most mineral deposit types and the all of hydrothermal deposits include alterations extended inside or around the deposit. The alterations and their specific minerals would be the third answer key for locating deposits. The last but not least is the host rock. The host/barren rocks, extending in the area and surrounding mineralization, are principle objects to be distinguished. The host rock types could be easily recognized in geological maps since the most extended and abundant rock types with obvious trending usually are the host rock of mineralization in the area.

These four factors (1- economic target minerals, 2- paragenesis minerals, 3- alterations and 4- host rock) are the required field observations and the input data in Qualitative Contours method.

The data, as discussed above, is obtained from sampling on the field. Since there is no need to chemical analysis and the data is qualitative, just noting the observed minerals, alterations and host rock samples with the sampling location, is enough to create data set. It is recommended to observe at least 30 points in the area (thirty points are recommended as minimum number of samples needed to be considered as a statistical population as in classic statistics and also to make it possible to study the samples by classic statistics). The more samples the more accuracy in final results. There is no need to systematic sampling and also no force to scan and sample the whole area.

The next step is turning qualitative data into quantitative form. To achieve such goal, Table.1 is suggested. According to this table, the value for each sampling point could be defined. For illustration, the sampling point with economic target minerals is valued 4 scores and another sample point including any type of alterations in accordance to the target mineralization, is valued 2 scores. The same procedure for all the observation points is applied. Then these points and their values are plotted on a map based on the coordination of each sampling point. Thus the map includes some points (sampling points) with values 1, 2, 3 or 4. By supposing these values as Z value (Height) for each point, then it is possible to use these points to emerge a contour map (the first contour map). This contour map includes major contour lines (contour values 1, 2, 3 and 4).

**Table1. Values for each type of observations (no dimension)**

<table>
<thead>
<tr>
<th>Observation types</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host rock (1st type)</td>
<td>1</td>
</tr>
<tr>
<td>Alterations (2nd type)</td>
<td>2</td>
</tr>
<tr>
<td>Paragenesis minerals (3rd type)</td>
<td>3</td>
</tr>
<tr>
<td>Economic target minerals (4th type)</td>
<td>4</td>
</tr>
</tbody>
</table>

Based on the samples, several poles or peak points may appear on this contour map. The poles or peak point’s value is 4. The poles are surrounded by other major contours. Each pole has an effective distance which separates it from other poles on the map. In this method enclosed area with contours 3 and 4 should be calculated. Then this calculated area is divided to the area of the whole region which is being studied. In the other words, the ratio of the enclosed area with contours 3 and 4 to the area of the whole study region should be calculated. This ratio value will be related to the poles of the map. This operation is critical because it creates dimensionless numbers and the dataset will be normalized to the total possible value (Total area) of the dataset. Then the value for each pole is a percent of the total area enclosed with contours 3 and 4 around the pole. In the next step, the value of each pole (the ratio value) will be related to the poles. A new contour map (Mineralization trend map) could be created for these poles based on their values. The mineralization’s trending will be obviously recognizable in this map which could be demonstrated as arrows drawn from the center of areas enclosed with low contour values to the center of areas enclosed with high contour values.

The other noticeable feature of the first contour map is modeling the rock types of the whole area. There is no need to clarify that there are infinite numbers between two single numbers. Thus between 1, 2, 3 and 4 (the
observation type values) there are several definable numbers. As an example it is possible to define 2.5 between 2 and 3 then the contour value of 2.5 (between the two major contours 2 and 3) suggests mineralogy phase between alterations and paragenesis minerals. This is extendable to other minor contours determined by any interval number for the contour map.

These are not the only performances of these contours. The other beneficial one is using the map to estimate erosion levels in the area. Erosion levels are important factors for deposit position evaluation. The contours exactly suggest what should exist on the field then if there would be any differences with the contour map suggestions and field observations, erosion levels must be determined. In the other words, the differences mean that the expected mineralogy/lithology type has been eroded or buried previously. This method in this feature is highly more effective than a lithological map. Although in order to create a lithological map the whole areas and the whole rock unites and outcrops must be considered, there is no need to sampling the whole area for creating a qualitative contour map suggested by this study.

The contours (in the first contour map) created in this way evoke that the points are fractally distributed. To prove this claim, concentration-area (C-A) Fractal modeling has been applied for the areas enclosed by the qualitative contours. Since both methods are envolved with contours and surfacial study, fractal modeling is used. Concentration-area (C-A) Fractal modeling is introduced and expressed by Cheng et al. (1994) as: A (p) denotes the area with concentration values greater than the contour value p. This implies that A (p) is a decreasing function of p. If v represents the threshold, the following empirical model generally provides a good fit to the data for different elements in the study area:

\[ A(p \leq v) \propto p^{-a_1}; \quad A(p > v) \propto p^{-a_2} \]

Where \( \propto \) denotes proportionality.

### 3.2 Concentration-Volume (C-V) Fractal modeling

Concentration-volume (C-V) fractal modeling is similar to concentration-area (C-A) fractal modeling with the difference that instead of enclosed area, the volume is employed so the final result is expected to be a 3D anomaly model. This method is expressed as the following statements:

\[ V(p \leq v) \propto \rho^{-a_1}; \quad V(p \geq v) \propto \rho^{-a_2} \]

where \( V(p \leq v) \) and \( V(p \geq v) \) represent the two volumes with concentration values less than or equal to and greater than or equal to the contour value \( \rho; v \) represents the threshold value of a geological zone (or volume); and \( a_1 \) and \( a_2 \) are the characteristic exponents. The break points in Log-Log plot in this method could be assumed as threshold values for geochemical populations. Based on the break points, background and anomaly are distinguished.

### 4. DISCUSSION

#### 4.1 Qualitative contours method application

In this research, the new introduced method (Qualitative Contours method) is applied on Qaleh-Zari area (including Qaleh-Zari deposit) and the results are discussed. As mentioned before, Qualitative Contours method is kind of empirical procedures meaning that field observation (mineralogical/lithological features) are the input data.

In Qaleh-Zari area, the prospecting element or the target element is Copper. In the other words, locating copper mineralization is the goal of the study in this area and this research. To achieve this goal, the authors represent and suggest the new method Qualitative Contours. To begin with, 80 surface samples are collected from an area of about 46km² north of Qaleh-Zari deposit. Mineralogical/lithological observations and location coordinates for each sample are recorded. According to the basis of Qualitative Contours method, the samples are categorized in four types. Some of the samples containing copper minerals (malachite, azurite, copprite) are grouped as the 4th type. Other samples in which paragenesis minerals for copper mineralization (magnetite, specularte, pyrite and gellena) are found are the 3rd type. As the same procedure, samples with any type of alterations (propylitic, silicie, argillic and potassic) excluding copper minerals or copper paragenesis minerals are the 2nd group and host/barren rock samples form the 1st type. The samples credited based on table 1 are plotted according to their coordinates and then the contour map is created in Surfer.11 software (Fig.4).

At the first look, each contour line recommends an equal feature for the points on it like any other contour map. This qualitative contour map suggests constant mineralogy/lithology for each contour line. In order to control the accuracy of the map, authors followed all major contours on the field according to the map (Fig.4). The result was extremely correlated to what the map was predicting. The qualitative contours not only do define different mineralogy/lithology types in the
area but also demonstrates geological features especially faults and fractures along the contours lines. Since this method is based on mineralogy and minerals are usually deposited along the fractures and faults,

Figure 4. Contour map based on Qualitative contours method. X is an accuracy check point observed after running the method.

when minerals observation locations are taken into account, the faults and fractures will be automatically mapped in mineralization maps along the mineralization trends and in addition, based on field observations in the area, the faults and fractures where oriented along the contours in figure 4. Figures 5a and 5b show areas delineated by qualitative contours method as 4th and 1st types respectively.

As illustrated in figure 5a, copper-included quartz veins could be obviously distinguished on the surface. This vein is exactly located as contour value 4 in the qualitative contours map. Figure 5b shows basaltic host rocks in the area and it worth mentioning that their contour value on the qualitative contours map is 1 which proves the accuracy of the map.

The other aspect to point out is erosion level. Based on the qualitative contours map, erosion levels and conditions could be relatively determined. According to the qualitative contours map (Fig.4), in the point X, the contour value is 2.4 but instead of semi altered basalt (equivalent to contour 2.4 in the area), sediment in water stream is observed. This stream has created a valley between two hills that the qualitative contours map shows a constant value (similar mineralogy/lithology) for both hills. It means that previously there was the same mineralogy/lithology, as the two hills, in the point X before the stream activity

Figure 5. Field observations based on qualitative contours map. a) silicified veins including malachite, b) host rock outcrops

causing erosion in this point. This story is extensible to parts of the area with differences in qualitative contours value and field observations.

As another approach to this method, enclosed area by contour lines is the subject. In this method type 3 and type 4 (based on table 1) are claimed as anomalous segments of the dataset. The definition of anomaly in this case is the mineralization occurrence. In the other words, it is expected that this method demonstrates and highlights mineralized areas. One of the most frequently used methods to delineate anomalies related to enclosed areas by contour lines is Concentration-Area (C-A)
Fractal modeling. This method is applied to the areas enclosed by qualitative contours. The Log-Log plot (Log (value)-Log (area)) (Fig.6) shows a major breakpoint in 0.48 which is equal to 3.019 if antilog function be applied. It means points with values greater than 3.019 are the anomalous samples so based on table 1, 1st and 2nd types are background and 3rd and 4th types are anomalous data. Thus this method is highly correlated to the well-known Concentration-Area (C-A) Fractal modeling since both methods are suggesting the same anomaly threshold.

**Figure 6.** Log (value)-Log (area) plot based on (C-A) Fractal modeling

In addition, Mineralization trend map creation is possible by the use of qualitative contours map. As described in methodology section, enclosed area for contours 3 and 4 in the map (Fig.4) is calculated for each pole and is divided to the area of the whole study region. The result is a dimensionless value related to each pole. Then the contour map (Fig.7) is created in Surfer11 software. This contour map is the Mineralization trend map. This map shows mineralization trend in the area increasing from north to south since the ratio percentage (enclosed area of contours 3 and 4 to the area of the whole region) increases.

This mineralization trend map suggests a mineralization gradient in the area. Based on the map, Southern parts are more potential for copper mineralization. It worth mentioning that Qaleh-Zari copper deposit is exactly located in southern regions out of the map. As a result, mineralization trend according to the Qualitative Contours method is just directing to the most mineralized area which would be very useful in the primary exploration steps.

**4.2 Anomaly accuracy check**

In this study, Qaleh-Zari area is investigated. The Qualitative Contours method is used and applied to an area located north of the deposit to see whether this method is capable to recognize the deposit. Since the method successfully worked, Qaleh-Zari deposit is the next case study to prove the accuracy of geochemical copper anomalies suggested by the Qualitative Contours method in southern parts of the mineralization trend map (Fig.7) which is well-known Qaleh-Zari deposit.

To determine copper geochemical anomaly in Qaleh-Zari copper deposit, 20 boreholes are drilled. The boreholes are drilled to simulate the condition that Qaleh-Zari deposit was not known for the researchers. This will control the results numerically. The cores obtained from the boreholes are used for sampling. In this case, 140 samples are derived from these boreholes and analyzed by ICP-MS (Inductively coupled plasma-mass spectrometry). The analysis result for copper is shown in table 2. To avoid large data table, only average copper content for each borehole is displayed in table 2.
Table 2. Boreholes average Cu content

<table>
<thead>
<tr>
<th>Borehole number</th>
<th>Average Cu (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5-18</td>
</tr>
<tr>
<td>2</td>
<td>10-100</td>
</tr>
<tr>
<td>3</td>
<td>60-8100</td>
</tr>
<tr>
<td>4</td>
<td>1400-49500</td>
</tr>
<tr>
<td>5</td>
<td>20-400</td>
</tr>
<tr>
<td>6</td>
<td>40-5100</td>
</tr>
<tr>
<td>7</td>
<td>35-70</td>
</tr>
<tr>
<td>8</td>
<td>30-60</td>
</tr>
<tr>
<td>9</td>
<td>50-1000</td>
</tr>
<tr>
<td>10</td>
<td>2600-11000</td>
</tr>
<tr>
<td>11</td>
<td>30-89400</td>
</tr>
<tr>
<td>12</td>
<td>200-16900</td>
</tr>
<tr>
<td>13</td>
<td>30-90</td>
</tr>
<tr>
<td>14</td>
<td>40-12600</td>
</tr>
<tr>
<td>15</td>
<td>30-45</td>
</tr>
<tr>
<td>16</td>
<td>100-8300</td>
</tr>
<tr>
<td>17</td>
<td>22-3900</td>
</tr>
<tr>
<td>18</td>
<td>70-11000</td>
</tr>
<tr>
<td>19</td>
<td>1190</td>
</tr>
<tr>
<td>20</td>
<td>98-17500</td>
</tr>
</tbody>
</table>

Concentration-Volume (C-V) Fractal modeling is employed to define geochemical populations for the analysis results. To apply this Fractal method, volume per each grade is required. Thus the 3Dimensional model should be created. This model is created in Rockworks.14 software by Inverse Distance Weighting algorithm with cell size of 20 meters and then the volume per each grade is calculated. The Log-Log plot (Log (grade)-Log (volume)) (Fig.8) shows different geochemical populations in Qaleh-Zari copper deposit.

Based on the Concentration-Volume (C-V) Fractal modeling, anomaly threshold for copper samples is 1995ppm. This grade is applied to the 3Dimensional model of the deposit to create anomaly model (Fig.9).

According to the anomaly model, the economic copper deposit with threshold of 1995ppm is delineated and proved. Thus the Qualitative Contours method also is successful in locating mineral deposits as applied for Qaleh-Zari Copper deposit.

Figure 8. Log (grade)-Log (volume) plot based on (C-V) Fractal modeling.

5. CONCLUSION

Among different exploration methods, there are few procedures paying attention to qualitative data. Qualitative data arrangement is so much more cost and time effective than the so called quantitative datasets. Quantitative datasets include systematic sampling, expensive chemical analysis and complex data processing. The Qualitative Contours method introduced by this research opens the way forward to use qualitative and descriptive data. The data are based on field observations and there is no need to chemical analysis. This effective method is highly recommended in primary exploration steps and in projects with financial limitations. As discussed, this method is capable to delineate mineralization trends in a prospecting area which causes to locate mineral deposits.
The other important feature is the lithology modeling which the Qualitative Contours map suggests. According to the map, contours are defined as a type of mineralogy or lithology meaning that the type is constant on each single contour. This could be helpful and replaced to lithological map in a prospecting area since the contours are highly correlated to the geological field observations. Based on this fact, eroded unites in the area are easily recognized by the comparison between the qualitative contour map and the field observations. This method also is in high correlation to quantitative methods especially Fractal modeling. The anomalies based on both methods overlap each other that will encourage other researchers to use this new method for exploration purposes.
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Abstract—The usage of computers in our day-to-day activities has increased enormously leading to both positive and negative effects in our lives. The negative effects are related to health problems such as Computer Vision Syndrome (CVS) etc. Prolonged use of computers would lead to a significant reduction of spontaneous eye blink rate due to the high visual demand of the screen and concentration on the work. The proposed system develops a prototype using blink as a solution to prevent CVS. The first part of the work captures video frames using web camera mounted on the computer or laptop. These frames are processed dynamically by cropping only the eyes, which determines the eye-status based on the threshold value and the proposed idea. Various experiments are done and their algorithms are compared and concluded that the proposed algorithm yields 99.95% accuracy.

Keywords: OpenCV, Computer Vision Syndrome, Haar Cascade.

1. INTRODUCTION

Computer Vision Syndrome

Computer became basic need for human. Almost all the task are completed using computer. These days, many of us have jobs that require us to stare at computer screens for hours at a time. That can put a real strain on your eyes. Medical study indicates an average adult blinks once in 4 seconds. When eye focuses on an object or pays more attention in activities such as reading, watching a video in a digitized environment the rate of blinking decreases to about 3 to 4 times per minute [2]. This transformation leads to a greater stress to the visual system leading to CVS. Also research shows that 40% to 80% have these symptoms. Eye problems caused by computer use fall under the heading computer vision syndrome (CVS). Prolong use of computer leads to, eye irritation, abnormal eye blink rate, head ache, blur eyes, neck and shoulder pain, itchy eyes, watery eyes.

The impact of the disease leads to poor visual functions, increased stress levels, reduced effective work hours, frequent absence from work, possible increase in errors, less time available for personal care and this in turn has reduced productivity. Thus confronting a solution has become the primary need. A lightweight product is expected with less execution time to adapt to the dynamic environment.

Amongst all these symptoms for computer vision syndrome, we are basically trying to focus on abnormal eye blink rate which will detect that the user has CVS and also focusing on the factor of abnormal head movement which shows that the user has neck pain, and also the third factor which is close eye duration which shows that the user is falling asleep due to strain in the eyes or constant use of computer. The proposed system will help to detect and prevent the symptoms of computer vision syndrome. The web camera captures the video and the frames are processed for detecting stress of eyes and head. OpenCV will first localize the head then will localize the eyes. OpenCV is also used for segmentation of head movement. Our system will calculate the eye blink rate, if it is greater or lesser than threshold value then Computer Vision Syndrome will be detected and for head movement detection if it is greater than threshold value then Computer Vision Syndrome will be detected. Then the system will generate the output as text to speech like stay alert or take a break.

2. LITERATURE SURVEY

2.1 Take-A-Break Notification by Nellmendee Julius, in 2014 is a software which runs on Windows operating system designed for office workers who have the highest tendency on prolonged computer screens use, in order to reduce Computer Vision Syndrome (CVS). The purpose of this study is to prevent computer users from looking in front of a computer screen for a long period of time. Rapid Application Development (RAD) methodology has been used for the project development phase.

2.2 Electrooculography Based Blink Detection Using Computer vision Syndrome by Monalisa Pall, Anwesha Banerjee in 2014 which proposes an artificial system capable of preventing Computer Vision Syndrome from the analysis of eye movements. Ocular data is recorded using an Electrooculogram signal acquisition system developed in the laboratory. Wavelet detail coefficients obtained using Haar
2.3 Close Faced-Distance Warning System for computer Vision Syndrome in 2015, Takeshi Toda, Maseto Nakai, Xin Xin Liu in which it proposes a close face-distance warning system in order to keep personal computer (PC) user away from the PC display and to prevent straightened neck during prolonged PC usage. The system estimates the distance between the display and the user face (called as face distance) from the user face area that is real-time measured from captured image with built-in webcam. Haar-like cascade classifier is used for the facedetection and tracking from captured image every frame. The face distance is then estimated from the number of pixels of the detected skin color area. The system then shows a pop-up warning message on the display when the face comes close to the display than a limit, in order to promote keeping face away from the display.

2.4 Web-based Content Management System Payal Wasnik, Amutha Jeyakumar have done a paper in 2016. In this, it remotely monitoring a patient’s health condition is now easily possible with the use of sensors, actuators and mobile communication devices, combined together called as Internet of Things for Medical Devices. The ArduinoYun is a Microcontroller board having built-in Ethernet and Wi-Fi support and can be connected to a vast array of web-based Resource and services with the use of Temboo, a cloud-based platform with processes for APIs, databases, and more. The parameters considered under Ergonomic workspace like distance between user and computer, angle with which the computer screen should be positioned can be analysed using Ultrasonic And Accelerometer sensors; while pulse sensor to analyse heart rate under work pressure

3. PROPOSED SYSTEM

In this system, we have basically three modules,

3.1 Head Movement Detection:

Web Camera will capture the video and then it will convert these video into number of frames. Haarcascade Algorithm is used for detection of head and eyes in this system. Using this frames OpenCV will localize the head and will localize the eyes. OpenCV is nothing but open source computer vision library, which is used for localization of moving object. This will give more clear images than colour models. It also used for segmentation of images. After localizing head, the system will calculate the head movement. We fixed the threshold value as >5 times in half an hour, that means if the end user will move his head more than 5 times in a such a way that it will cross the fixed range. This range is fixed by segmentation by using OpenCV. We consider left hand side and the right hand side range for segmentation. We will localize head and consider square area as per the user head size; this area will be range for detection of the head movement. If the head movement is not greater than threshold value, system will shift to next image. If the head movement is greater than threshold value then system will generate the output as take a break and be alert.

2.2 Eye Movement Detection:

The second part is detection of eyes. Using OpenCV we localize head and then will localize eyes. Until and unless the head is not localized the eye is not detected. In this modules there are two subparts where we consider the time of eye closed duration and blink rate. Normally the human eye blinks every 4 seconds. If the user will blink his eyes more or less than threshold value as 2-3 blinking per seconds then it will detect as computer vision syndrome. Because of low blinking rate user will face the eyes problems such as dry eyes, red eyes, and itchiness in eyes which are symptoms of computer vision syndrome. So if blinking rate is less or more than threshold value system will alert generate as take a break.

3.3 Eye Close Duration:

Sometimes, the blinking rate is very much low as user may get sleep while doing work on computer. So this will detect by the subpart as finding closed eye duration. If the end user will close his eyes more than 10 minutes, system will generate alert as be awake, stay alert. This will basically help the user to stay awake and do his/her work. So after getting alert from the system the end user will take break for some time or will more focus on work.
In System architecture, basically it shows:

4.1 Camera: It captures the video of an user who is sitting in front of the computer. Video gets captured and gets stored in the memory.

4.2 Frames Extraction: Once the video gets captured, the frames gets extracted from the video, and then are further processed.

4.3 Head Localization: Head is localized once the frame gets read, OpenCV localizes the head, if the head movement is abnormal, i.e., if it is more than the threshold value then the Computer Vision Syndrome is detected. It will then generate the alert, if it is detected then it will start to read the new frame.

4.4 Eye Localization: Head is localized once the frame gets read, OpenCV localizes the head and the eyes, if the eye movement is abnormal, i.e., if it is more than or less than the threshold value then the Computer Vision Syndrome is detected. It will then generate the alert, if not detected then it will start to read the new frame again.

4.5 Generate Alert: Alert is generated if the computer Vision syndrome is detected.

**Haar Cascade Algorithm**

Object Detection using Haar feature-based cascade classifiers is an effective object detection method proposed by Paul Viola and Michael Jones in their paper, "Rapid Object Detection using a Boosted Cascade of Simple Features" in 2001. It is a machine learning based approach where a cascade function is trained from a lot of positive and negative images. It is then used to detect objects in other images. Here we will work with face detection. Initially, the algorithm needs a lot of positive images (images of faces) and negative images (images without faces) to train the classifier. Then we need to extract features from it. For this, haar features shown in below image are used. They are just like our convolutional kernel. Each feature is a single value obtained by subtracting sum of pixels under white rectangle from sum of pixels under black rectangle.

![Edge Features](image)

![Line Features](image)

![Four rectangle features](image)

**Fig 1. System Architecture**

**Fig 2. Haar cascade classifier**

Now all possible sizes and locations of each kernel is used to calculate plenty of features. For each feature calculation, we need to find sum of pixels under white and black rectangles. To solve this, they introduced the integral images. It simplifies calculation of sum of pixels, how large may be the number of pixels, to an operation involving just four pixels. It makes things super-fast. But among all these features we calculated, most of them are irrelevant. For example, consider the image below. Top row shows two good features. The first feature selected seems to focus on the property that the region of the eyes is often darker than the region of the nose and cheeks. The second feature selected relies on the property that the eyes are darker than the bridge of the nose. But the same windows applying on cheeks or any other place is irrelevant. So how do we select the best features out of 160000+ features? It is achieved by Adaboost.

**Haar-cascade Detection in OpenCV**

OpenCV comes with a trainer as well as a detector. If you want to train your own classifier for any object like car, planes etc. you can use OpenCV to create one. Here we will deal with detection. OpenCV already contains many pre-trained classifiers for faces, eyes, smile etc. Those XML files are stored in opencv/data/haarcascades/ folder. Let's create face and eye detector with OpenCV.

**Cascade Classifiers**

The object recognition process (in our case, faces) is usually efficient if it is based on the features take-over which include additional information about the object class to be taken-over. In this tutorial we are going to use the Haar-like features and the Local Binary Patterns (LBP) in order to encode the contrasts highlighted by the human face and its spatial relations with the other objects present in the picture. Usually these features are extracted using a Cascade Classifier which has to be trained in order to recognize with precision different objects: the faces’ classification is going to be much different from the car’s classification.
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